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Abstract— The MAP model was introduced in information
system engineering in order to model processes onflexible
way. The intentional level of this model helps anngineer to
execute a process with a strong relationship to thsituation of
the project at hand. In the literature, attempts fa having a
practical use of maps are not numerous. Our aim i enhance
the guidance mechanisms of the process execution Busing
graph algorithms. After clarifying the existing relationship
between graphs and maps, we improve the MAP modelyb
adding qualitative criteria. We then offer a way to express
maps with graphs and propose to use Graph theory gbrithms
to offer an automatic guidance of the map. We illusate our
proposal by an example and discuss its limitations.

Index Terms— MAP, Intentional Modeling, Graph.

l. INTRODUCTION

Prescriptive process models have been developed to
bring order and structure to the software develogme
process. However, these models are often too agdlit is
necessary to bring a bit of flexibility into thenihe
flexibility in process model will allow the enginet® adapt
the process following the project at hand.

One attempt to enhance the process model fleyilbitis
been made with the MAP model. MAP has been inttedu
by Rolland in the nineties in the field of Inforrmat System
(IS) Engineering [1, 2, 3] and validated in sevdfialds,
either requirement engineering [4], method engingej5]
or process modelling [1]. This model introduces an
intentional level into process modeling. This leigalised to
guide the engineer through the processes by dynamic
choices of the tasks sequences. Each time thaitantipn
is reached (a task executed), the model suggesttasks
that can be executed on the next step. As a rethdt,
concrete process is not rigid but constructed dycelin
following the situation.

This intentional level let us classify the MAP mbde an
intention-oriented language. As process models,sntzam
be compared to the various types of process madelli
languages and formalisms [6]. They can be roughly
classified according to their orientation to adtixdequence
oriented languages (e.g., UML Activity Diagram [7])
agent-oriented languages (e.g., Role-Activity Déagr[8])

or state-based languages (e.g. UML state char}s jist

of these process models do not employ a goal aarists
an integral part of the model. They use an inteviek of a
process, focusing omow the process is performed and
externalizingwhat the process is intended to accomplish in
the goal [9].

On the contrary, intention-oriented process modelin
focuses onwhat the process is intended to achieve, thus
providing the process rationale, i.ethy the process is
performed. As a consequence, intentions to
accomplished are explicitly represented in the @sec
model together with the different alternatives wegs
achieving them [10]. It offers a new vision of 18opess
modelling by adding an intentional level. This level helps
the engineer execute a process with a strong oektip to
the situation of the project at hand.

Some works has been done to combine the MAP model
with another kind of modeling, in order to enhartbe
practical use of maps. For instance, in [4], the¢haus
offered a way to transform requirements represeiried
map into a Data Flow Diagram. Thereafter, the qoction
design capability of the DFD is available for syste
implementation. They conclude that, even if theatioh is
about the same, the two diagrams are sufficierifferént
from one another as they address different viewsa of
system. In a similar work [10], the authors triedcbmbine
the intention-oriented modeling of maps with thenfal
state-based modeling of Generic Process Models [Elli
them to provide a state-based formalization of @ mkich
allows its analysis and verification.

Despite these attempts, the MAP model lacks works o
the automatic guidance of processes. This is malsty to
the difficulties of map guidance on the operatiotelel
which must allow using maps in order to executeesses
with a narrow link with the intentional level.

We foresee enhancing the maps guidance on the
operational level by their expression in terms i@pds and
by adding valuations in the MAP model. This wilfesf a
process execution associated to the map with aralooft
the map navigation.

The Graph theory offers a lot of techniques to eduon
graphs. For instance, the shortest path problenthés

be



problem of finding a path between two vertices stieth the
sum of the weights of its constituent edges is mizéd. On
a valuated map, it may be useful to find a patbugh the
map which will satisfy some requirements of thelapgion

engineer (on time, cost and so on). The executioth®
map will then be more flexible as the engineer hidlle the
possibility to change the weight values of the maptions
following the project at hand.

In addition, there is confusion between maps aagls.
Of course, the maps are visually constructed aghgréut
their use is completely different. People who nestedied
the MAP model don’'t understand these differencdschv
are semantically based on the two different leusisd: the
intentional level of the MAP model and the openadib
level of the graphs.

Consequently, our aim in this work is (i) to offan
improvement of the MAP model with the addition of
qualitative criteria in order to enhance the guaathrough
the maps and (ii) to propose a possible mappingd®t
maps and graphs in order to use all the graphsitpos
already defined in the literature.

The paper is organized as follows. Section |l affspme
theoretical background with an explanation of thaRvand
graph models. Section Il proposes an architectiare
transform a map into a graph, with an algorithrmmgsihe
two identified levels: intentional and operationahn
illustration is given in section IV with an exampl&/e
consider the limitations of our proposal in Sectivn
Finally, the last section provides some conclusians
outlines future works.

II.  THEORETICAL BACKGROUND

A. Intentional Model MAP

In order to define the MAP model, we must introdtioe
three levels of process representation: intentjonal
operational and executable. Tinéentional levels the level
where the goals are defined and allowing the chaite
alternatives following the situation at hand. Tperational
levelrepresents the techniques to combine the choieele m
at the higher level. Thexecutable leveis the part of the
process which realizes the goals (by the executbn
guidelines, workflows...).

The MAP model [1, 11] allows specifying process
models in a flexible way by focusing on the process
intentions, and on the various ways to achieve eathese
intentions. A map is presented as a diagram whedesare
intentionsand edges arstrategies The directed nature of
this diagram shows which intentions should precstieh
ones. Therefore, it is not imposed that once agntidn is
achieved the intention that immediately followsdisectly
undertaken. An edge enters a node if its assoc#tategy
can be used to achieve the target intention (thengnode).
Since there can be multiple edges entering a rodeap is
able to represent the many ways for achieving tmtion.

The following figure shows the structure of a mayith

UML [12] formalism).

Sequence - Map
gPathT ** | Refinement
1__*1"m L. 2 L« source
Thread[ | Section | Intention
. 1.,*u 1*\ target f
Bundle

Strategy Start Stop
Fig. 2. MAP model.

A map (Figure 2) includes two predefined intentions
“Start” and “Stop”, which mean accordingly the begng
and the end of the process. An important notioprocess
maps are thesections which represent the knowledge
encapsulated in a triplet <source intention, stygtearget
intention>, in other terms, the knowledge corresjiag to a
particular process step to achieve an intentior {Hrget
intention) from a specific situation (the sourceeirtion)
following a particular technigque (the strategy).

A specific manner to achieve an intention is cagrdun a
map section whereas all sections having the sameeso
and target intentions represent all the differanategies
that may be used to achieve this target intentiothe same
way, there may be several sections with the sarmecso
intention but different target ones. These onesvshib the
intentions that can be reached after the realisadibthe
source intention.

There are three possible relationships betweerossct

namely thethread path and bundle which generatenulti-
threadandmulti-pathtopologies in a map [4].
A thread relationship shows the possibility for arget
intention to be achieved from a source intentiormiany
different ways. Each of these ways is expressexsextion
in the map. Such a MAP topology is calledanalti-thread
and the sections participating in the multi-threae said to
be in athread relationshipvith one another.

A path relationship establishes a precedence oaktiip
between sections. For a section to succeed anoitiser,
source intention must be the target intention o th
preceding one.

A bundle relationship shows the possibility for el
sections having the same source and target intentm be
mutually exclusive

A refinement relationship shows that a section ofiap
can be refined as another map through it. Refinémsean
abstraction mechanism by which a complex assembly o
sections at levet1 is viewed as a unique section at level
A map is a navigational structure as it allowsehgineer to
travel from Start to Stop. A map contains a fimitenber of
paths each of them prescribing a way to develop the
product (each of them is a process model). No [sth
‘recommendeda priori as the engineer constructs his own
path following the situation at hand. As a restiie MAP
process model allows the development processeseto b



intention-oriented. At any moment, the applicategineer
has an intention, a goal in mind that he/she wantsifill.

Each section is then realized with the executionaof
service. This service may be of different natures:
workflow, an algorithm, an intention achievemenidgline
(IAG) [1]... It allows guiding the application engieein
achieving an intention in a given situation in artteobtain
the desired product. A section may also be refiired
another map.

The following figure shows a map example.

«>»

Event driven
strategy

Class driven strategy

Class/Event ©

coupling strategy

Completness
strategy

a»

Note that the central part of the model, the sacti® not
represented on the maps with a unique symbol kbtavset
of concepts (source intention, target intention simdtegy).
As a matter of fact, the section concept doesn$teas a
symbol on a map. When reading a map, the executable
service is then represented with two nodes andtaxe

Event/Class

©mup/mg -

Completness strategy

Fig. 3. Map example.

B. Graphs

Graph theory was born to study problems such astbow
visit some places only once on a walk [13]. In reathtics
and computer science, graph theory is the studyrahs:
mathematical structures used to model pairwisetioais
between objects from a certain collection.

The following figure (Figure 2) shows the graphusture
model used in this work.
Edge

Graph Walk

Weight

0.*
a— - Isfollowed by

Initial

Final

Fig. 2. Meta model of Graph.

Graphs are represented graphically by drawing afatot
every vertex, and drawing an arc between two \estié
they are connected by an edge. If the graph ictdide the
direction is indicated by drawing an arrow, as shawthe
figure 4.

A graph can be thought of &=(V,E), whereV andE are
disjoint finite sets. We caWl thevertex seandE the edge
set of G [14, 15] A walk is an alternating sequence of
vertices and edges. An example of a walk is giverthe

preceding figure as this graph offers three difiemgalks to
go from the vertex 1 to vertex 4 (either directly gning
through vertex 2 or through vertex 3). There igstirttion
in graph theory between @math and awalk as a path is a
walk with no repeated vertices. A walk begins veithinitial
vertex and ends with a final vertex.

v={1,2,3,4}
E={(1,2), (1,3), (1,4), (2,4),(3,4)}
W, ,={(1,4), (1,2-2,4), (1,3-3,4)}

o

Fig. 4. Graph example.

A multigraph or pseudograph is a graph which is
permitted to have multiple edges, (also called &fiar
edges” [16]), that is, edges that have the samenedés.
Thus two vertices may be connected by more tharedge.
Cycles are allowed in these graphscykleis a path which
ends at the vertex where it began.

A weighted graph associates a label (weight) witbre
edge in the graph.

. MAP EXPRESSION WITHGRAPHS

A. Motivation

MAP is a representation system that was originally
developed to represent a process model expressed in
intentional terms. However, there is no formal
representation of this model allowing an easy way t
automate its guidance. For its part, the graphrthéas
seen the development of algorithms to handle gratich
is of major interest to computer science. A ‘coridep
concept’ comparison of these two models is present¢he
appendix of this paper.

The use of these graph algorithms enhances thamgead
of maps, especially as the MAP model is modified to
manage specific weights. As a matter of fact, taegation
on the map is improved with the use of weights las t
engineer makes decisions based on qualitative rierite
These criteria become a prerequisite to have aerbett
guidance. Our first step is then to enhance the Madelel
by integrating the weight concept in order to repré these
criteria. Our second step is to use the graph iigos
within maps and we propose a correspondence bettieen
two models.

B. Enhanced MAP model with weight

In order to improve the navigation on the maps and
offer a better guidance to the method engineer,e& n
concept has been added on the model which repsesent
weight criteria affected to each section. The fgGrshows
the modified MAP model taking into account these
concepts.
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Fig. 5. Enhanced MAP model.

The weights are of two different types, either istatr
dynamic. The following table illustrates the indimas

topology.

Static indicators

Cost Scale from 0|Indicates the potential cost that the section
to 10 realization will involve.
Time Scale from 0|Shows the time that the engineer will have to
to 10 spend to realize the section.
Dynamic indicators
Goal State | Scale from QGives an evaluation about the completeness of
to 10 the intention realization.
Guideline |[Scale from 0 |Indicates the percentage of realization of the
Realization|to 10 guideline corresponding to the section.

Static indicators are weights that are evaluateatiirance
by the method engineer creating the map. They avalu
criteria. from project management, which contains
evaluations of cost, time and so on [17]. For thkesof
space, we restrain ourselves in this paper toithetivo of
them, as they are the most known in this field.

On the contrary, dynamic indicators are evaluatedthe
fly'. For instance, a section execution may comrgliet
realize an intention, which means that the Goatlesta
indicator will have a value of 10. On the other dhaih may
also incompletely realize it and a weight of onlpger 10
may indicates that it is necessary to execute & aye the
intention, in order to realize it more completefjL0]
explores the use of combining the intention-oridnte
modeling of the map with a formal state-based nindel
The result shows a classification of the differeases of
initial and final subsets of sections, taking iaftcount the
recursive cycles [10].

The Guideline Realization indicator gives an eviduma
of the section completeness. Following the situatd the
product in construction, the section may have texeruted
several times in order to realize completely thiglgjine.

Let's take the following example. The map contains
section <Start, Initial identification strategyeltify class>
which will be realized by the following guidelingRroblem
statement, Identify class by initial identificatien The

problem statement is, for instance: 'The client nieve
several commands’. The realization of this guidelimill

first lead to the identification of the Client ctagkven if the
Goal state of the intention will be attained (as have
identified a class, which is our target intentiorihe
guideline realization will not be complete as thekpem
statement contains another class to be identifidw:
Command class. As a result, the Goal State indiwaitbbe

equal to 10 but the Guideline realization indicatdr be of
5 over 10. It will then be necessary to executegthideline
again in order to identify the second class.

C. MAP and Graph correspondence

Transformation from map to graph is quite easyit &
shown in the figure 6. To each map will correspargtaph
(A). Each section of the map will then be transfedninto
graph vertices (B) and each identified section sage will
be shown as edges on the graph (C).

Finally, we may identify the correspondence between
MAP indicator and graph weight (D). The section gi$
must then be evaluated in a single indicator tteat be
applied on the graph edges. The valuations of tiag@hy
edges are obtained based on aggregated valuestioinse
the section weight becomes the same valuation on al
entering edges for a given section on the graphaggeme
that each section has the same value independeithe
previously realized section.

The MAP model allows refining a section with anathe
map. This abstraction level is kept with the grapbs node
may also be refined as another graph.

These correspondences may be resumed in the Fgure

Map Graph Correspondance
concept concept
Map Graph Each map will be represented as a specifi
graph.

Section Vertex The executable service in a mapéasséction,

which is represented as a vertex in a graph.
Sequence Edge The concept allowing the navigatica map

is the sequence of sections in the map, which

may be represented as edges in a graph.

Indicator Weight The guidance parameters calledcatdrs in

the map are the weights in a graph.
Path Walk The set of section sequences (pathpislgla
graph walk.

Thread Set of | The thread is the possibility to attain a target
adjacent | intention from a source intention with several
vertices | strategies. In a graph, the representation of

this set of sections will be the set of vertiges

having two specific edges, one which shares
the same start-vertex and the other the same
end-vertex.

Bundle Set of | The thread is the possibility to attain a target
adjacent | intention from a source intention with several
vertices | strategies but with an exclusive OR which

means that only one of these sections may be
used in the complete navigation. The
representation on the graph is the same than
for the thread.

Fig. 6. MAP and Graph Correspondences
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Fig. 6. MAP and Graph Correspondence

D. Proposed "Architecture”

The utilisation of a graph structure will allow ngian

operational level on our process model whereas the

utilisation of a map adds the notion of an intemtiomodel.

These two levels may be used in a combined way to

combine their own advantages. Firstly, the grapéoih
allows the application of a number of specific aithons
(complete path, shortest path...). Secondly, the M#delel
allows an execution of a process on the fly, follgyvthe
always permanently evolving situation of the pradte
help choosing the right objective to attain. Figure
illustrates the combined utilisation of the twodés:

Intentional level © Strategy 3
Strategy 1 O
Start Intention 1
Strategy 2
<P

used to evaluate the
situation on the fly

e

Fig. 7. lllustration of the two levels combination

graph theory algorithms

N

Operational level

The operational level is The intentional level is
used to implement

The way of working is as follows. From an intentiion

the map, the engineer will use the graph operdtienal to
apply a graph theory algorithm. This algorithm waitbpose
a vertex. The engineer will then execute the cpoeding
section on the map intentional level (this sectiepresents
a specific executable servi&s. This process is repeated
until the engineer attains the end intention of ritegp. The
proposed algorithm is detailed as follows.
Given a map M and a corresponding graph G (and all
refined maps M’ having a corresponding sub-graph G’
Given a graph theory algorithm the engineer wamisse
to help the guidance of the MAP process.
Given | the initial node of the graph and F itsafinode.

Current := 1|
Num :=1
Path[1] := | @
result:= Apply-algo (I, FV)
list:= (second-vertex(result))
next := list
While next != F do @)
Realize (next) ©)
If bundle(next)
G=Delete-others-vertices-bundle(G, next) @
end-if
G=Evaluate-weight(G) ®
Current := next
Num := num+1
Path[num] := current ®
result:= Apply-algo (path[num], F)
list:= list + second-vertex(result)
next := best-section (list)
End-while




Principal steps of this algorithm are explainedcdlsws.
® After the initialization of several variables, \apply the
chosen graph theory algorithm from the initial e&rto the
final vertex in order to obtain a path. The secwadex of
this path is then put in a list of the potentiatt&@ns which
can be attained at that point.

@ The algorithm contains a loop (while) that will be
performed until the engineer reaches the finalnitive of
the map.

® The engineer reaches the intentional level by zegi
the vertex corresponding section. It is to notet tthee
realization of this section may be reflexive, asniy be
refined as another map, and we may have to rettimrt
algorithm with the corresponding sub-graph G’.

@ If the realized section is a part of a bundle, wew that
we will not be allowed to execute another sectidrthis
bundle. As a result, the corresponding verticethefgraph
G are deleted to ensure this rule.

® The execution of the section will modify the weigjluf
the dynamic indicators (Goal state and Guideline
realization). They are evaluated and integrate@édoh of
the edges weight.

® We can go back to the operational level and coatinu
our path a little further, until we attain the fin@rtex. Note
that the followed path is remembered in order table to
go backward in the map. In order to know which isest
are attainable from our intention, we apply thesgrograph
theory algorithm from all realized sections (allti@es of
the chosen path) to the final vertex in order téawbthe
potential paths. The second vertex of each patheis put
in a list of the potential sections which can beiaed at
that point. An evaluation is then made between tladl
elements of this list in order to choose betwedraekward
or a forward path (this evaluation take into acdotme
dynamic indicators in order to know if it is necagsto go
backward in the map).

IV.  APPLICATION EXAMPLE

A. Example Description

In order to illustrate our proposal, we have chcsenap
describing the construction process of an O* mdde]
(Figure 8).

Class driven strategy

Class/Event

Event driven coupling strategy

strategy

Completness
strategy
Event/Class
coupling strategy

Completness strategy

Fig. 8. Map of the O* model construction process

There are two different ways to initiate the constiion
of an O* model. On the one hand, the engineer mhetify
the classes of the model (by initial identificatioby
composition, by inheritance, by reference...) with Class
driven strategy(sectionlAG1). On the other hand, he/she
may also choose to construct the model by the ifittatton
of events (by initial identification, by top-downr dottom
up strategy...) with theEvent driven strategy(section
IAG4).

These two sections are refined by the executiotwof
strategic guidelines which are themselves repredeas
maps. For instance, the following Figure (Figure 9)
represents the refined section <Start, Class DrStesitegy,
Construct Class>.

Specialization

Initial identification /generalisation strategy

strategy

Top Down

strategy composition

Reference /decomposition strategy

strategy

Completness
strategy

Fig. 9. IAG1 section refined map

When a class has been constructed, the engineetheray
expand it, with theClass/event coupling stratedgection
IAG2) or by the identification of related events - eithee th
events that trigger operations of this class oroasible
internal event (an event which is triggered by actic
modification of a class state). In the same waye th
Event/Class coupling strateggsection IAG5) allows the
engineer to identify related classes (either thas<l
impacted by the operations triggered by the evet dass
from which a state modification has triggered tasticular
event). These two sections also are refined by dtter
maps.

The completeness strategylows the engineer to end the
process with a verification of the obtained prodomidel,
either after having created a class (sectia3) or an
event (sectionAG6). Note that the completeness will be
obtained only if there have been a coupling of g¢hes
concepts. The engineer will then not have the pdggito
end the map without coupling the created eventshéo
created classes (and vice versa).

The map creator has defined the following valuegtie
weight indicators. The Goal state and GuidelineliRaon
values are always equal to 0 before any executfotined
process, as they are dynamic values which will\zduated
‘on the fly'.



Section Static Aggregated Valug
Start-class driven strategy — constryct 9
class — IAG1
Start — event driven strategy — constriict 7
event — IAG4
Construct class — class/event coupling 6
strategy — construct event — IAG2
Construct event — event/class strategy — 8
construct class — IAG 5
Construct class — completeness strategy — 1
end — IAG3
Construct event — completeness strategy — 1
end — IAG6

The static aggregated value of the section weidgbts
calculated before any navigation on the map. ltasgnts
the complexity of the corresponding executableisesv In
this example, some sections may be refined by anotlaps
which are themselves complex guidelines. The sectio
weight represents the complexity of the map hidriasc

B. Map Transformation

Based on rules presented in section Ill we des¢hib®*
map as a graph (Figure 10).

Fig. 10. The weighted graph corresponding to the O'odel
construction process.

Assume this graph is described in an interpretable
language. There are different ways to store grapha
computer system (either lists or matrices or bdtthem).
For instance, the representation suggested by wasur,
in which a hash table is used to associate eadhxveith
an array of adjacent vertices, can be seen asséamoe of
this type of representation [19]. Another possiblay to
represent this graph will be to use the XGMML (edible
Graph Markup and Modeling Language) structure [Http
www.cs.rpi.edu/~puninj/ XGMML]. We chose the matrix
representation in this example.

Our example graph may be described with the folgwi
sets E and V.

V = {I,IAG1,1AG2,IAG3,IAG4,IAG5,IAG6,F}

E ={(IAG1,9), (1I1AG4,7), (IAG1, IAG2,6),
(IAG2,IAG5,8), (IAG2,IAG6,1), (IAG3,F,0),
(IAG4,IAG5,8), (IAG5,IAG2,6), (IAG5,IAG3,1),
(IAG6,F,0)}

This graph can be represented by the following étyth

data structure:

G={1[IAGL 9, 'IAG4, 7,
AG1": [IAG2, 61,
'IAG2": [1AG5, 8', 'IAG6, 11,
'IAG3": [F, 07],

'|AG4" [1AGS, 81,
'IAG5" [1AG2, 6', 'IAG3, 11,
IAG6”: ['F, 0],

POl

C. Application of map enhanced by "Graph Layer"

This section illustrates the use of this doublewi a
process with a simple example. We want to consandd*
model for the following description of the proje¢ihe
client phones to the company to obtain a reservatide
gives information about himself (hame, address, @mzhe)
and about the reservation (beginning date, endiate)X
The client may also cancel an ‘OK’ reservation.”

The engineer chooses to apply systematically therigthm
of the minimal weight pathThe procedure ‘Apply-algo (A,
B)’ will then choose a path between the verticearl B
which will be the one with the minimal weight.

Initial affectations:

Current =1

Num =1

Path[1]=1

result:= Apply-algo (I, F)
list:=(second-vertex(result))= IAG4
next := IAG4

First iteration:

Realize (IAG4)

G=Evaluate-weight(G)

Current := IAG4

Path[2] := IAG4

Result = apply-algo (IAG4, F)
second-vertex(result) = IAG5

list = (IAG4, IAG5)

Next = best-section (IAG4,IAG5) = IAG4

The first iteration of the algorithm will allow rézing the
section IAG4 which will create the event ‘Demand of
reservation’.

After this iteration, the engineer analyzes theiadion
and establishes that the intention is realizedOa®#® The
guideline of this section is not complete as therstill an
event to identify.

Second iteration:

Realize (IAG4)

G=Evaluate-weight(G)

Current := IAG4

Path[3] := IAG4

Result = apply-algo (IAG4, F)
second-vertex(result) = IAG5

list = (IAG4, IAG5)

Next = best-section (IAG4, IAG5) = IAG5




The second iteration performs a second time th8osec
IAG4, in order to create the event ‘Cancel a resion’. In
this stage, the engineer establishes that the gntention is
completed. Based on these findings, the enginedinues
to apply the algorithm from IAG4 without return tiato the
initial vertex ().

The algorithm application identifies that the negttion
to realize is IAG5, therefore it is necessary tagte found
events to classes.

Third iteration:

Realize (IAG5)

G=Evaluate-weight(G)

Current := IAG5

Path[4] := IAG5

Result = apply-algo (IAG5, F)
second-vertex(result) = IAG3

list = (IAG4, IAGS5, IAG3)

Next = best-section (IAG4,IAG5,IAG3) = IAG3

The third iteration will go further in the map imder to
realize the section IAG5 to identify the classespted to
the event ‘Demand of reservation’, which are firsthe
reservation class, but also the client class (wiieHind by
a study of the reference links of the reservatiass).

The next section to realize is to test the
completeness of the product.

IAG3,

Fourth iteration:

Realize (IAG3)

G=Evaluate-weight(G)

Current := IAG3

Path[5] := IAG3

Result = apply-algo (IAG3, F)
second-vertex(result) = F

list = (IAG4, IAGS5, IAG3, F)

Next = best-section (IAG4,IAG5,IAG3,F) = F

The fourth iteration performs the section IAG3 whic
tests the completeness of the desired product.

At the intentional level, the engineer reaches $tep
intention; therefore the map navigation is finishéd the
operational one, the process gets into the finalexeF,
which ends the navigation through the graph.

This example shows the use of the shortest pastitddm
on a map expressed as a graph. The guidance has bee
improved to ease the engineer decisions as eatibrsa@s
proposed to him in the course of the process, mjmizing
the process complexity.

V. DISCUSSION

The main application that can be found with thigkvs
an improvement of the guidance in the map, coupiédan
automation of the navigation. The introduction dife t
dynamic criteria helps to create a better guidance.

The MAP model has already been used to show the

variability of business process [20]. The use goathms
from the graph theory field will help to identifyfor
instance, the number of possible paths which eintéhe
field of calculating process variability.

However, we cannot apply our approach for maps
containing specific intentions maintaining a stdtat has
already been reached [10]. In such isolated casesrsive
strategies are aimed at verifying that the desitatk is not
violated and the problem is that our algorithm witit be
able to go out of this intention and will then rapet
indefinitely. As a consequence, the engineer hagtide to
go further in the map without automatic guidance.

VI. CONCLUSION

This paper offers a clarification of the two conisepf
maps and graphs. We have highlighted the difference
between the two models and offer a way to transforma
into the other. This work proposes a possible
operationalisation of the MAP model with a combioatof
an intentional level (map) and an operational l€geaph).
The use of the latter offers an opportunity to endte the
guidance of the former with the help of an alganthrhis
proposed algorithm goes from one level to the otfear
each section execution. These transformation agatitim
offer the possibility to use graph theory algorith(dealing
with directed valuated multigraphs) as required thg
engineer on any valuated map.

Our future work is:

» to refine the indicator typology in order to exmwes
the criteria which will be important to engineershem
guided through the map.

* to apply graph algorithms to maps in order to
measure the variability of processes.

e to extend our proposal to other
domains, for instance, to dynamic workflows.

application
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APPENDIX. COMPARISON BETWEENGRAPHS ANDMAPS

Despite similarities maps could not be considersed a

graphs. The following table illustrates the diffeces
between the two types of graphics.

) Graph (multigraph,
Graph (simple graphs) pseudograph) Map
Structural
No parallel edges Parallel edges Parallel stragegie
No cycles Cycles Cycles
No loops Loops Loops
No backward No backward without logp Backward
Labeled vertex Labeled vertex Intention namse
Dynamical
A vertex is used to shoyA vertex is used to show {A strategy is
an incidence between |incidence between two |labeled with an
two edges. edges. intentional
objective.
Weight (labeled edges)| Weight (labeled edges) N@ki¢eonly
the strategy nams
As described on the table above, a map cannotdztios
the same way as a simple graph. First of all bexaimsple
graphs don't include parallel edges, cycles or $ps
multigraphs do. Moreover, even if we look more elgsat
the multigraph definition, the dynamic dimensiorfstioe
edges aren'’t the same. A graph edge is only uskaktovo
vertices to allow the construction of paths (segirey)
whereas a map strategy adds a semantically

dimension within an intentional level.

The backward issue is also an important one. Nphgra
allow to go back to a preceding vertex already tefsi
(except if you have a loop which is the only césat will

richer

allow this possibility). On maps, the engineer hhe
possibility to go back to any intention alreadyafeed if he
thinks it will obtain a better product that way.

Another difference is the weight value that mayadeed
to the graph edges. The MAP model doesn'’t inclualaes
to differentiate between the different allowed t&gées to
realize an intention.

As a result, two edges linking the same verticdk it
have the same signification on a map than on ahgrap



